Thermal evolution of an early magma ocean in interaction with the atmosphere
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[1] The thermal evolution of magma oceans produced by collision with giant impactors late in accretion is expected to depend on the composition and structure of the atmosphere through the greenhouse effect of CO₂ and H₂O released from the magma during its crystallization. In order to constrain the various cooling timescales of the system, we developed a 1-D parameterized convection model of a magma ocean coupled with a 1-D radiative-convective model of the atmosphere. We conducted a parametric study and described the influences of the initial volatile inventories, the initial depth of the magma ocean, and the Sun-planet distance. Our results suggest that a steam atmosphere delays the end of the magma ocean phase by typically 1 Myr. Water vapor condenses to an ocean after 0.1, 1.5, and 10 Myr for, respectively, Mars, Earth, and Venus. This time would be virtually infinite for an Earth-sized planet located at less than 0.66 AU from the Sun. Using a more accurate calculation of opacities, we show that Venus is much closer to this threshold distance than in previous models. So there are conditions such as no water ocean is formed on Venus. Moreover, for Mars and Earth, water ocean formation timescales are shorter than typical time gaps between major impacts. This implies that successive water oceans may have developed during accretion, making easier the loss of their atmospheres by impact erosion. On the other hand, Venus could have remained in the magma ocean stage for most of its accretion.


1. Introduction

[2] It is now established that during accretion, most of the terrestrial planets underwent a magma ocean stage [Wood et al., 1970; Hostetler and Drake, 1980; Samuel, 2012; for a general review, see also Elkins-Tanton, 2012]. The total or partial melting of a planetary mantle is due to a combination of heat sources such as the energy provided by impacts, radioactive decay, heat losses from the core at the CMB, and tidal heating if there is another planet nearby (like the Moon in the case of the Earth). Although not yet clearly established, it is likely that at the end of accretion, giant impacts could have melted the entire mantle of the planet [Tonks and Melosh, 1993; Reese and Solomatov, 2006]. The subsequent cooling history of this magma ocean will set the initial conditions for the appearance and style of tectonic regimes prevailing in the solid-state mantle and for the planet habitability at early ages. The presence and nature of an atmosphere will greatly influence the evolution of the system since the greenhouse effect of a steam atmosphere resulting from the outgassing of the magma ocean is expected to slow down the radiation of heat to space, and therefore to decrease the cooling rate of the system.

[3] In recent years, several models investigated the thermal evolution of a magma ocean. Early models [Abe and Matsui, 1985] consider Earth growing by planetesimal impacts, then cooled conductively through a grey radiative atmosphere. Later additions to this model consist in a more realistic water repartition between atmosphere and magma [Abe and Matsui, 1986]. Following these two papers, a radiative-convective atmosphere is then taken into account, thus slowing down the cooling of the magma ocean [Abe and Matsui, 1988; Zahnle et al., 1988]. These models set the basis for future studies of thermal evolution of the magma ocean and the overlying atmosphere. Abe [1997] took into account variable viscosity with crystal content, phase changes during cooling, and an overlying steam atmosphere, however not explicitly coupled with the degassing magma ocean. Following these studies, Elkins-Tanton [2008] explicitly coupled the degassing of volatiles through a grey radiative atmosphere, however...
considering a constant viscosity varying between 0.1 and 1 Pa s. This latter work that takes into account the chemical evolution of the crystalizing phases, predicts a gravitational overturn once solidification is completed due to the unstable density stratification resulting from the cooling of the magma ocean. Another major energy source to be considered, albeit only relevant to the young Earth, is the tidal heating caused by the much nearer Moon. Zahnle et al. [2007] showed that the resultant heating could overwhelm the radioactive heating, thus expanding the lifetime of a magma ocean. These models lead to very different estimates of cooling time scales varying from 400 years [Solomatov, 2000] to 100 million years [Abe, 1997]. As shown by this brief review, the models have progressively taken into account more and more of the complexities of magma ocean dynamics. In comparison, the models taken for the atmosphere were much simpler. However, it has been recently shown from a one-dimensional radiative-convective model of a massive H$_2$O-CO$_2$ atmosphere [Marcq, 2012] that a more realistic treatment of the atmospheric dynamics could have an important effect. The opacities in the thermal infrared (IR) have been computed using a $k$-correlated code, tabulated continuum opacities for H$_2$O-H$_2$O and CO$_2$-CO$_2$ absorption and water clouds in the moist convective zone (whenever present). Two regimes have been identified. For a surface temperature smaller than a threshold temperature (of 2350 K for 300 bars of H$_2$O and 100 bars of CO$_2$), an efficient greenhouse effect results in a cool upper atmosphere and a water cloud cover, slowing down the radiation of the heat released by the magma ocean to space. For a surface temperature larger than the threshold, the greenhouse effect is not efficient enough to prevent large radiative heat loss to space through a hot, cloudless atmosphere. The transition from large to small radiative heat loss to space, when the surface temperature drops below the threshold temperature, could play a major role in slowing down the cooling of the magma ocean.

It is also essential to determine the conditions under which water could condensate into an ocean at the surface of the planet. One of the important objectives of the present work is to better understand the conditions and timing of the formation of the terrestrial ocean of water, and why such an ocean did not form on Venus, or possibly formed at an early stage but later evaporated due to the increasing luminosity of the young Sun. The presence of an early massive atmosphere of water vapor on Venus, which further escaped to space and/or was trapped in the interior under the form of hydrates, is generally considered to have initiated the strong greenhouse effect observed today [Shimazu and Urabe, 1968; Rasool and de Bergh, 1970]. This massive H$_2$O atmosphere may have resulted either (i) from the evaporation of a primordial water ocean, followed by the hydrodynamic escape of hydrogen [Kasting, 1988], or (ii) from the outgassing of the primordial magma ocean, not necessarily followed by the formation of a (transient) water ocean [Gillmann et al., 2009]. Determining through a comparative modeling approach applied to the three terrestrial planets Mars, Earth, and Venus if a water ocean ever condensed on Venus and, if so, how long this ocean survived is one of the major challenges of modern exobiology. 

So in the present model we solve simultaneously (i) the thermal evolution of the convective magma ocean (based on Solomatov parametric scaling [Solomatov, 2000, 2007]) and the radiative-convective atmosphere and (ii) the volatile exchange between the magma ocean and the atmosphere. In the latter, the effects of (1) the convection in the troposphere, (2) the presence of water clouds, (3) the condensation of water vapor, and (4) the pressure contribution of N$_2$ gas are included. At each time, the atmosphere should be in volatile equilibrium with the magma ocean. The dynamics of the magma ocean have been simplified compared to some previous models. We do not take into account the effect of tidal heating [Zahnle et al., 2007] on the magma ocean cooling, nor the effect of the rotation on the convective patterns. We also do not resolve in details the sequence of petrological phases which crystallize as the magma ocean cools down [Elkins-Tanton, 2008], but we include the influence of the depth dependence of the solidus-liquidus curves on the magma ocean solidification. Moreover, we take into account the variations of the magma viscosity with temperature and crystal content in the convective modeling. We shall see that these viscosity variations are not negligible regarding the cooling time scale. Our simple parametric approach, which is focused on the estimate of cooling timescales (formation of the water ocean and early tectonic plates), is therefore complementary of more complex petrological models using 2-D or 3-D convection codes [Breuer and Moore, 2007].

Section 2 describes our model and assumptions. In section 3, we first study the influence of a dense steam atmosphere on the thermal evolution of the system, and the main differences when compared to the cases for which (i) no atmosphere is present and (ii) the atmosphere is treated as a grey emitter [Elkins-Tanton, 2008]. Then we investigate the influence of (1) volatile inventory and degassing path, (2) radiogenic heat production rate, and (3) distance from the Sun. We finally discuss in section 4 the implications of our results on the conditions and timing of the formation of a water ocean for Venus, Earth, and Mars.

2. The Model

We model the secular cooling of the magma ocean by convective transport of heat in a 1-D spherically symmetric geometry. The magma ocean model is coupled to a radiative-convective thermal model of the atmosphere [Marcq, 2012] through the exchange of volatile species between the magma ocean and the atmosphere and the conservation of heat at the interface between the magma ocean and the atmosphere. In the following sections, we detail the model setup and equations. A flowchart designed to explicitly show how the main variables are implemented is given in section A.

2.1. Initial State

In the initial state, we consider a potential temperature $T_p$ of 4000 K. Given the Earth’s mantle liquidus (Figure 1), this temperature would correspond to the Earth’s mantle being molten all the way to the core-mantle boundary.

To determine the initial surface temperature $T_{i,s}$, we consider that the heat flux at the surface of the planet $F$ is in equilibrium with the blackbody flux $F_b = \sigma T_b^4$, where $T_b$ is the equilibrium temperature of the planet. That amounts to consider that the planet initially has no atmosphere.
Initially amounts of volatiles vary from $1.4 \times 10^{-2}$ to $1.4 \times 10^{-1}$ wt % for CO$_2$ and H$_2$O corresponding to partial pressures varying between 100 and 1000 bars.

2.2. Convective Cooling of the Magma Ocean

After an impact, the magma ocean is losing its heat due to cooling through its upper surface with the atmosphere. The convection is characterized by two dimensionless parameters, the Prandtl number $Pr = \nu/k$ which compares the viscous to the thermal dissipation, and the Rayleigh number which compares the buoyancy force to the thermal and viscous dissipations:

$$Ra = \frac{\alpha g (T_p - T_i)^3}{\kappa \nu}$$

where $T_i$ is the surface temperature, $\kappa$ is the thermal diffusivity, $k = \kappa \rho C_p$ is the thermal conductivity, $l$ is the length scale corresponding in our case to the magma ocean thickness, $\nu = \eta/\rho$ is the kinematic viscosity, and $\eta$ is the dynamic viscosity at the temperature $T_p$ of the magma ocean interior. For the magma ocean, $Pr \sim 100$, while for a solid mantle, $Pr$ is quasi-infinite ($\sim 10^{23}$). Due to the large thickness of the magma ocean (2900 km if it englobes the whole mantle) and the low viscosity of the magma at high temperature (typically 0.1 Pa.s) [i.e., Solomatov, 2000], $Ra$ is high even for a very small temperature difference between the surface and the interior of the magma ocean (i.e., $Ra \sim 10^{26}$ for $\Delta T = T_p - T_i = 1$ K). Therefore the magma ocean is expected to convect vigorously and its interior should be well mixed. In this case we can assume that its internal temperature, $T(r,t)$, follows an adiabatic profile. The magma ocean temperature evolution is governed by the conservation of energy [e.g., Abe, 1997]:

$$r^2 \rho \left( C_p + \Delta H \frac{d\phi}{dT} \right) \frac{dT}{dr} = \frac{\partial}{\partial r} \left( r^2 F_r \right) + r^2 \rho q_r,$$

where $r$ is the planetocentric altitude, that is, the distance from the center of the planet, $T$ is the temperature, $C_p$ is the specific heat, $\Delta H$ is the difference of specific enthalpy between melt and solid phases, $F_r$ is the convective heat flux at radius $r$, $q_r$ is the radiogenic heat production rate, and $\rho$ is the average magma density defined as $\rho = \rho_s \phi_m (1 - \phi) + \rho_l \phi$, $\rho_s$ being the density of the liquid phase, $\rho_l$ the density of the solid phase, and $\phi$ the melt fraction defined as [Abe, 1997]

$$\phi = \frac{T - T_{sol}}{T_{liq} - T_{sol}},$$

with $T_{sol}$ and $T_{liq}$ being, respectively, solids and liquidus temperatures. Density variations are only taken into account in buoyancy forces (Boussinesq approximation). Temperatures $T_{sol}$ and $T_{liq}$ are plotted in Figure 1 and are obtained from interpolations of experimentally determined solidus and liquidus temperatures of lherzolite for $P < 23$ GPa and an ideal mixture of MgSiO$_3$-perovskite and MgO at higher pressure after Takahashi et al. [1993] and Zerr and Boehler [1993, 1994] (for details, see Abe [1997]). The term $\Delta H d\phi/dT$ represents the latent heat of solidification.

Given the slopes of the liquidus and solidus compared to the adiabats (Figure 1), the cooling magma ocean will solidify starting from the bottom to the surface, as the adiabats cross the liquidus and the solidus curves first in the bottom of the mantle. When the melt fraction increases above a critical melt fraction noted $\phi_c$ ($\phi_c = 0.4$), there is an abrupt change in the rheological behavior of the partially crystallized melt [Arzi, 1978; Abe, 1995]. This drastic change is due essentially to a change in the connectivity of solid particles. We define two main zones, one zone with $\phi > \phi_c$ where the viscosity is that of a magmatic liquid and another zone with $\phi < \phi_c$ where the melt has a solid-like behavior and the viscosity increases drastically. The limit between these two zones is called the rheology front (after Solomatov [2000]). As previously mentioned, we suppose an initially completely molten magma ocean of fixed depth $R_p - R_b$, where $R_p$ is the radius of the planet and $R_b$ the planetocentric altitude of the bottom of the magma ocean. As cooling proceeds, radii $R_p$, $R_f$, and $R_l$ (respectively, planetocentric altitudes of the bottom of the solidification front, rheological front, and bottom of the totally liquid zone) move toward the surface (see Figure 2). We suppose that these two layers do not mix based on what takes place in magma chambers [Turner and Campbell, 1986; Jaupart and Brandeis, 1986]. Indeed, Turner and Campbell [1986] showed that for a sufficiently high viscosity difference between two magmas (viscosity ratio of order of 400), the two fluids remain unmixed. In the case of the magma ocean, the viscosity contrast is much higher, on the order of $10^{15}$. Even at the larger convection velocities involved in the magma ocean, it should remain unmixed following Turner and Campbell’s criterion.

In the partially liquid zone (between $R_p$ and $R_l$ in Figure 2), we assume equilibrium crystallization, which is a good enough approximation for crystals less than 1 mm radius [Solomatov, 2007; Suckale et al., 2012]. Because the surface heat flux should not depend too much on the details of solid convection and overturn phenomenon in the solid layer at the base of the magma ocean.

**Figure 1.** Liquidus (black dashed line), solidus (grey dashed line) redrawn after Abe [1997]. Adiabatic temperature profiles (black lines) correspond to a magma ocean with the thickness of the Earth’s mantle. As cooling proceeds, adiabats cross the liquidus then solidus curves, the magma ocean solidifying from below [see also Elkins-Tanton, 2008; Solomatov, 2000].
Figure 2. Schematic section of the magma ocean adapted from Solomatov [2007]. Three zones are pictured: a totally liquid zone when \( T > T_{\text{liq}} \); a partially liquid zone when \( T_{\text{sol}} < T < T_{\text{liq}} \), and finally a solid zone when \( T < T_{\text{sol}} \). We define \( R_p \) the radius of the planet, \( R_t \) the planetocentric altitude of the bottom of the rheological front, \( R_l \) the bottom of the totally liquid zone, \( R_s \) the top of the solid zone, and \( R_b \) the bottom of the initially molten magma ocean. As cooling proceeds, \( R_s \), \( R_l \), and \( R_t \) move toward the surface.

[Solomatov, 2007; Jaupart and Mareschal, 2011], we will not consider here the details of petrological nor geochemical processes occurring within this solid layer, even if these processes are essential to understand the present stratification of the Earth [Elkins-Tanton, 2008]. The adiabatic temperature profile in each zone is given in section B and can be expressed in terms of the potential temperature. Recent experimental petrological data at high pressure and temperature [Fiquet et al., 2010; Labrosse et al., 2007; Nomura et al., 2011] show that the liquidus and solidus profiles in the very deep mantle could be different from those shown in Figure 1 and allow for the long-term existence of a partially molten zone there. But this is still debated [Andrau, et al., 2011]. So in the present work, we will only consider the interaction with the atmosphere of a magma ocean solidifying from its bottom up.

Integrating equation (2) over the whole magma ocean, we obtain (see section B for the full development):

\[
\int \frac{dT_p}{dT} = \left[ R_p^2 F \right] + Q_r, \tag{4}
\]

where \( T_p \) is the potential temperature, that is, the temperature of a parcel of magma ocean decompressed adiabatically to the atmosphere pressure, \( Q_r \) is the radiogenic heat production, and \( F \) is the heat flux at the magma ocean surface. Equation (4) assumes that the heat flux coming from the core at the bottom of the magma ocean is negligible. \( I \) and \( Q_r \) are defined in section B.

In Rayleigh-Benard convection, the surface heat flux scales as

\[
F = C_0 \frac{k(T_p - T_s)}{I} \text{Ra}^n, \tag{5}
\]

where \( C_0 \) and \( n \) are constants which depends on the regime and pattern of convection [Malkus, 1954; Siggia, 1994; Grossmann and Lohse, 2000; Solomatov, 2007; Davaille and Limare, 2007] and the thermal boundary layer thickness scales as

\[
\delta = \frac{k(T_p - T_s)}{F} \tag{6}
\]

An exponent \( n = 1/3 \) in equation (5) means that heat loss is governed solely by local instabilities of the upper thermal boundary layer (TBL) and does not depend explicitly on the magma ocean thickness. It has been observed in experiments with constant viscosity for \( 10^6 < \text{Ra} < 10^{10} \) with constant \( C_0 \) varying between 0.05 and 0.18 (see Siggia [1994] and Davaille and Limare [2007] for a review). On the other hand, the appearance of a large-scale circulation connecting the top TBL to the bottom of the layer, either due to turbulent motions in confined boxes (for \( 10^6 < \text{Ra} < 10^{14} \), see Castaing et al. [1989] and Grossmann and Lohse [2000]) or due to large viscosity variations [e.g., Solomatov and Morezi, 1997; Androva, et al., 2011] would give an exponent lower than 1/3. For very high \( \text{Ra} \) (greater than \( 10^{14} \)), it has been proposed that an ultimate regime [Kraichman, 1962] could occur where the TBLs are not limiting the heat transport anymore and the exponent is \( n = 1/2 \). This may have been recently observed in very tall and thin cavities [Chavanne et al., 1997; Ahlers et al., 2012] but the scaling remains controversial and the corresponding flow organization unknown. Anyway, another complication arises for the magma ocean: In its liquid state, its convective pattern and heat transport will be sensitive to rotation. But there again there is no consensus yet on the exponent \( n \) which may be much higher than 1/3 [e.g., King et al., 2012]. So it follows that although the regime is not clear for the very high \( \text{Ra} \) of the magma ocean, a value of \( n = 1/3 \) is probably a lower conservative bet. That is the value that we shall adopt for the liquid stage of the magma ocean, with \( C_0 = 0.089 \) [e.g., Siggia, 1994].

On the other hand, the definition of \( \text{Ra} \) (equation (1)) shows that \( F \) depends on the viscosity of the magma ocean interior and therefore depends on its temperature and crystal content. It is the strong increase of the viscosity as the magma ocean cools which is going to influence the pattern of convection and therefore the heat flux when the rheological front reaches the surface. We consider that for \( \phi < \phi_c \), the viscosity of the magma corresponds to the viscosity of a magmatic liquid containing crystals [Roscoe, 1952]:

\[
\eta = \frac{\eta_l}{\left(1 + \frac{\phi}{\phi_c}\right)^5}, \tag{7}
\]

where [Karki and Stixrude, 2010]

\[
\eta_l = A \exp\left(\frac{B}{T_p - 1000}\right), \tag{8}
\]

is the viscosity of the magmatic liquid derived from the Vogel-Fulcher-Tammann equation where \( A = 0.00024 \text{ Pa s} \) and \( B = 4600 \text{ K} \).

For \( \phi < \phi_c \), the viscosity of the magma is controlled by the viscosity of the solid particles [Solomatov, 2007]:

\[
\eta = \eta_s \exp(\alpha_s \phi), \tag{9}
\]
with [Karato and Wu, 1993]  
\[ \eta_s = \frac{\mu}{24} \left( \frac{h}{b} \right)^{2.5} \exp \left( \frac{E + PV}{RT_p} \right), \]  
(10)

where \( \eta_s \) is the solid dynamic viscosity, \( \mu \) is the shear modulus, \( A \) is the pre-exponential factor, \( h \) is the grain size, \( b \) is the Burger vector length, \( E \) is the activation energy, \( V \) is the activation volume, \( R \) is the perfect gas constant, and \( \alpha_n \) is a constant which depends on the creep mechanism. For low stress, low temperatures and high pressure, the diffusion creep mechanism is favored compared to dislocation creep [Karato and Wu, 1993]. For wet diffusion creep, \( \alpha_n = 26 \) [Mei et al., 2002]. Unlike previous models, we therefore include the explicit dependence of the viscosity of magma on the potential temperature, in addition to its dependence on the fraction of crystals.

When, due to cooling, the rheology front \( (\phi < 0.4) \) reaches the surface of the planet, the type of convection changes. The drastic increase in viscosity at the surface marks the beginning of the growth of a thicker cold viscous thermal boundary layer and also changes the convective regime. Numerical simulations [e.g., Solomatov and Moresi, 1997] and laboratory experiments [e.g., Androvandi et al., 2011] showed that for very large variations of viscosity, convection involving the subduction of highly viscous lids is such that \( n = 0.29 \). Moreover, including the resistance of lithospheric TBL to bending at subduction zones [Conrad and Hager, 1999] and/or the effects of a basaltic crust [Davies, 1999] or of dehydration on TBL viscosity and density [Korenaga, 2006] further lowers the exponent \( n \). To take into account this regime of convection, we decrease in our model the exponent \( n \) to a value of 0.25. This regime is certainly closer to plate tectonics than the turbulent liquid magma ocean, and it is tempting to assimilate the cold viscous top TBL with a “lithospheric plate.” However, the transition from a liquid magma ocean to plate tectonics in a solid-state mantle is still debated and probably very complicated [see Bercovici et al., 2000; Van Hunen et al., 2008; Lowman, 2011]. Our very simplified model is just a first approximation.

Within the framework detailed above, the cooling of the magma ocean thus occurs in three main stages: (i) a first stage, when the magma ocean is completely molten, (ii) a second stage where crystals are mixed with melt and the rheology front moves upward to the surface, and finally (iii) a third stage, which is called “Mush” stage in the next section and which begins when the rheology front \( (\phi < 0.4) \) reaches the surface. It also dates the end of the magma ocean phase.

The radiogenic heat production rate \( q_r \) is determined from the current concentrations of uranium, thorium and, potassium [Schubert et al., 2001; Jaupart and Mareschal, 2011]. We also introduce the radiogenic heat production rate from the initial concentration of \( ^{26}\text{Al} \) because this radioactive isotope may have a significant influence on the beginning of the solidification of the magma ocean. From the initial concentration and the law of radioactive decay, we determine the time evolution of each radioactive isotope. The radiogenic heat production rate is then written as follows:

\[
q_r = 0.9928[\text{U}]_0H_{238\text{U}} \exp (\lambda_{238\text{U}} (t - t_0)) + 0.0072[\text{U}]_0H_{235\text{U}} \exp (\lambda_{235\text{U}} (t - t_0)) + [\text{Th}]_0H_{232\text{Th}} \exp (\lambda_{232\text{Th}} (t - t_0)) + 1.17 \times 10^{-4}[\text{K}]_0H_{40\text{K}} \exp (\lambda_{40\text{K}} (t - t_0)) + 5 \times 10^{-5}[\text{Al}]_0H_{26\text{Al}} \exp (\lambda_{26\text{Al}} t)
\]

where \( \lambda_i \) are the decay constants for each isotope, \( H \) is the heat production per unit mass of isotope, and \( t_0 \) is the age of the planet (see Table 1). Element concentrations \([\text{U}]_0\), \([\text{Th}]_0\), \([\text{K}]_0\), and \([\text{Al}]_0\) are present-day values appropriate to the silicate Earth, for which we use typical chondritic values (see Table 2) [Allègre et al., 1995; McDonough and Sun, 1995; Taylor and McLennan, 1995; Lodders and Fegley, 1998; Jaupoy, 1999].

### Table 1. Constant Physical Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_p )</td>
<td>1000 J/kg K</td>
<td>Specific heat</td>
</tr>
<tr>
<td>( \rho_m )</td>
<td>4000 kg/m³</td>
<td>Melt density</td>
</tr>
<tr>
<td>( \rho_s )</td>
<td>4200 kg/m³</td>
<td>Solid density</td>
</tr>
<tr>
<td>( \Delta \rho )</td>
<td>200 kg/m³</td>
<td>Solid/melt density difference</td>
</tr>
<tr>
<td>( \Delta H )</td>
<td>( 4 \times 10^7 ) J/kg</td>
<td>Difference of specific enthalpy</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>( 10^6 ) m²/s</td>
<td>Thermal diffusivity</td>
</tr>
<tr>
<td>( \mu )</td>
<td>80 GPa</td>
<td>Shear modulus</td>
</tr>
<tr>
<td>( A )</td>
<td>( 5.3 \times 10^{15} )</td>
<td>Pre-exponential factor</td>
</tr>
<tr>
<td>( h )</td>
<td>1 mm</td>
<td>Grain size</td>
</tr>
<tr>
<td>( b )</td>
<td>0.5 mm</td>
<td>Burger vector length</td>
</tr>
<tr>
<td>( E )</td>
<td>240 kJ/mol</td>
<td>Activation energy</td>
</tr>
<tr>
<td>( V )</td>
<td>5 cm³/mol</td>
<td>Activation volume</td>
</tr>
<tr>
<td>( R )</td>
<td>8.314 J/mol K</td>
<td>Gas constant</td>
</tr>
<tr>
<td>( \alpha_n )</td>
<td>26</td>
<td>Coefficient in melt fraction-dependent viscosity</td>
</tr>
<tr>
<td>( t_0 )</td>
<td>4.55 Gyr</td>
<td>Age of the Earth</td>
</tr>
</tbody>
</table>

### 2.3. The Atmosphere-Magma Ocean Coupling

The thermal model described above is designed to be coupled with a radiative-convective atmospheric model [Marcq, 2012]. The upward radiative atmospheric heat flux at the surface must balance the convective heat flux out of the mantle. In order to calculate the atmospheric heat flux it is necessary to determine the surface temperature. The detailed structure of the boundary layer is not calculated explicitly but the surface temperature can be derived iteratively from equation (5) and section A shows how the model is implemented. As the magma ocean cools, volatiles are exsolved to the atmosphere. The convective velocity of the magma for liquid-state convection is
Table 2. Heat Production Parametersa

<table>
<thead>
<tr>
<th>Isotope/Element</th>
<th>Half-Time (year)</th>
<th>Heat Production Per Unit Mass Of Isotope (W/kg)</th>
<th>Natural Abundance (%)</th>
<th>Current Concentrations (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>238U</td>
<td>4.46 × 10⁹</td>
<td>9.17 × 10⁻⁵</td>
<td>99.28b</td>
<td>0.20 [Javoy, 1999]</td>
</tr>
<tr>
<td>235U</td>
<td>7.04 × 10⁸</td>
<td>5.75 × 10⁻⁴</td>
<td>0.72b</td>
<td>0.069 [Javoy, 1999]</td>
</tr>
<tr>
<td>U</td>
<td>232Th</td>
<td>1.40 × 10¹</td>
<td>100b</td>
<td>270 [Javoy, 1999]</td>
</tr>
<tr>
<td></td>
<td>26K</td>
<td>1.26 × 10⁹</td>
<td>0.0117b</td>
<td></td>
</tr>
<tr>
<td></td>
<td>26Al</td>
<td>7.17 × 10⁵</td>
<td>0.005c</td>
<td></td>
</tr>
</tbody>
</table>

|                | 8650 [Lodders and Fegley, 1998] |


bCurrent natural abundance.

cInitial natural abundance.

given as follows [Priestley, 1957, 1959; Solomatov, 2007; Elkins-Tanton, 2008]:

\[ v_{\text{conv}} = 0.6 \left( \frac{a g l f}{P c_p} \right)^{1/3} \] (12)

[22] The convection velocity is on the order of 0.15–5 m s⁻¹ at the beginning of the magma ocean solidification. When the rheology front reaches the surface, we switch to another type of convection which is close to solid-state convection. Considering a magma ocean with a depth equal to the thickness of the present Earth’s mantle, convection runs to completion in 1 week up to a few months when it is vigorous, and up to a maximum of several millions years when it is closed to solid-state convection. Compared to the magma ocean cooling time, we assume that for liquid-state convection, the mass fraction of dissolved volatiles in the magma ocean is in equilibrium with the atmospheric volatile content at each time step due to convective currents at different scales. When we approach solid-state convection, we consider that volatiles are carried up and then exsolved by melt percolation through channels through a porous media. The percolation velocity is given as follows [Solomatov, 2007]:

\[ v_{\text{perc}} = \frac{g \Delta \rho d^3 \phi^2}{150 \eta (1 - \phi)} \] (13)

[23] The percolation velocity being higher than the velocity of the solidification front, we assume that volatiles can travel up to the surface more rapidly than the solidification front propagates, and we consider that the mass fraction of dissolved volatiles in the liquid part of the magma ocean is in equilibrium with atmospheric volatile content at each time step.

[24] The volatile mass balance is given as follows:

\[ k_{\text{vol}} X_{\text{vol}} M_{\text{solid}} + X_{\text{vol}} M_{\text{liquid}} + \frac{4 \pi R^2}{g} \rho P(X_{\text{vol}}) = X_0 M_0 \] (14)

where \( k_{\text{vol}} \) is the distribution coefficient for each volatile species between the solid and liquid phases,

\[ k_{\text{vol}} = \frac{M_{\text{perv}} k_{\text{perv}} + M_{\text{perov}} k_{\text{perov}}}{M_{\text{perv}} + M_{\text{perov}}} \] (15)

where \( M_{\text{perv}} \) and \( M_{\text{perov}} \) are, respectively, the masses of the solid phases for perovskite and lherzolite, \( k_{\text{perv}} \) the partition coefficient of volatile \( (\text{H}_2\text{O} \text{ or CO}_2) \) for perovskite, and \( k_{\text{perov}} \) the partition coefficient for lherzolite (see Table 3) [Elkins-Tanton, 2008]. Variable \( X_{\text{vol}} \) is the mass fraction of volatiles in the magma, \( M_{\text{liquid}} \) is the mass of liquid phase, \( M_{\text{solid}} \) is the mass of solid phase, \( X_0 \) is the initial mass fraction of volatiles, \( M_0 \) is the initial mass of liquid and \( P(X_{\text{vol}}) \) is the partial pressure of volatiles in the gas phase [Carroll and J. R. Holloway (Eds.) 1994]:

\[ P(X_{\text{H}_2\text{O}}) = \left( \frac{X_{\text{H}_2\text{O}}}{6.8 \times 10^{-3}} \right)^{10.7} \] , (16)

[Pan et al., 1991]

\[ P(X_{\text{CO}_2}) = \frac{X_{\text{CO}_2}}{4.4 \times 10^{-12}} \] (17)

[25] Partial pressures are then used as inputs for the atmospheric model. Indeed, the greenhouse effect depends on the opacity of the atmosphere which varies with the relative proportion of each gaseous component.

3. Results

3.1. Influence of a Primitive Massive Atmosphere

[26] The atmospheric model used in the simulation is described in details in a previous paper by Marcq [2012]. It takes into account two major greenhouse gases: \( \text{H}_2\text{O} \) and \( \text{CO}_2 \). We have used in the nominal case a content of \( \text{H}_2\text{O} \) similar to the content of Earth’s ocean, equivalent to a partial pressure of 300 bars \( \text{H}_2\text{O} \) \( (4.3 \times 10^{-2} \text{ wt %}) \) by assuming that all the oceanic water is present as vapor in the atmosphere. For Venus and Mars, we have scaled this value by assuming that the ratio of the mass of water to the mass of the planet is the same, as expected if the three planets were formed from embryos with the same water content. We have proceeded in the same way for \( \text{CO}_2 \), by choosing a pressure of 100 bars \( (1.4 \times 10^{-2} \text{ wt %}) \), that is, a \( \text{CO}_2 \) content equivalent to its Venus atmospheric content.

[27] It is generally thought that the present Earth’s mantle could contain the equivalent of one ocean; thus, the

Table 3. Value of Distribution Coefficients for \( \text{H}_2\text{O} \) and \( \text{CO}_2 \) Used in This Study

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{\text{H}_2\text{O}} )</td>
<td>( 10^{-4} )</td>
</tr>
<tr>
<td>( k_{\text{CO}_2} )</td>
<td>( 5 \times 10^{-4} )</td>
</tr>
<tr>
<td>( k_{\text{H}<em>2\text{O}</em>{\text{perov}}} )</td>
<td>( 1.1 \times 10^{-2} )</td>
</tr>
<tr>
<td>( k_{\text{CO}<em>2</em>{\text{perov}}} )</td>
<td>( 2.1 \times 10^{-3} )</td>
</tr>
</tbody>
</table>
total inventory of Earth could be two oceans, or even more if the mantle is richer in water than estimated. The initial inventory of H$_2$O on terrestrial planets may have been much larger [Raymond et al., 2006], up to several tens of oceans, but hydrodynamic escape could have removed most of the initial water [see, e.g., Gillmann et al., 2009]. In the present study, we will consider initial H$_2$O and CO$_2$ inventories up to an equivalent partial pressure of 1000 bars. We also take into account a constant N$_2$ partial pressure of 5 bars throughout the solidification of the magma ocean. A comparison between a magma ocean without overlying atmosphere and a magma ocean coupled with a massive atmosphere is shown in Figure 3.

[28] The viscosity of the magma ocean increases drastically when the rheology front ($\phi < 0.4$) reaches the surface as illustrated by the decrease of the Rayleigh number (Figures 3c, 3g, and 3k) indicating a weakening of the convection associated with the increase of the thickness of the surface boundary layer up to about 1 km at that stage (Figures 3b, 3f, and 3j).

[29] The growth of the boundary layer corresponds to a drop in surface temperature due to the viscosity increase at that time. This cold solid-like boundary layer is very thin when it first forms. It should break easily at the surface of the magma ocean. The type of convection changes at that time, switching to solid-like convection (hard ocean regime of Abe [1997]). At this stage, the solid volume fraction reaches $\approx 98\%$ (vertical dashed lines in figures). To give an order of magnitude, if we assume that all the magmatic liquid corresponding to this percentage is located at the surface of the mantle, the thickness of liquid is equal to about 35 km, which roughly corresponds to the thickness of the oceanic lithosphere. At present time, the total melt fraction of the mantle is estimated to be smaller than 0.1% [Hirschmann, 2009]. At further stages, beyond 98% of solid volume fraction, heat transfer is ensured by solid convection, which
is outside the scope of this paper. Nevertheless, we calculate first-order estimates of the time required for complete solidification of the mantle and stop our calculation there.

[30] The presence of the massive greenhouse atmosphere results in a higher surface temperature and a slower cooling process. As seen in Figure 3e (H$_2$O, CO$_2$, and N$_2$ inventories of, respectively, 300, 100, and 5 bars), the surface temperature is much closer to the potential temperature in the presence of an atmosphere than when no atmosphere is present (Figure 3a). In addition, the greenhouse effect acts to increase the duration of the “Totally molten” and “Partially molten” stages, therefore delaying the mush stage (Figures 3b and 3f).

[31] At a threshold surface temperature above $\approx$2350 K, the upper layers of the atmosphere are hot, and the radiative temperature $T_{\text{eff}}$ of the planet is in the range from 350 to 400 K [Marcq, 2012, Figure 1]. The net radiative flux from the atmosphere to space as given by $F_{\text{arm}} = \sigma (T_{\text{eq}}^4 - T_{\text{eff}}^4)$ is high, the heat released by the magma ocean is radiated to space easily, and the atmosphere does not strongly counteract the radiative cooling of the planet. For the volatile content used in the calculation of Marcq [2012], the threshold temperature is around 2000 K. The time for a surface temperature of 2000 K to be reached is less than 1000 years without an atmosphere, and less than 100,000 years in the presence of an atmosphere, which remains short with respect to geological timescales (Figures 3a, 3b, 3i, and 3j). When the temperature drops below 2000 K, the high atmosphere rapidly cools and develops a substantial cloud cover. The radiative temperature is reduced to 230 K, thus slowing down the radiative cooling of the system. The duration of the partially molten stage increases from 1000 years when no atmosphere is present to more than 1 million years with an atmosphere (Figures 3a, 3b, 3i, and 3j).

[32] It is fortunate since very high atmospheric temperatures could cause thermal dissociation of the bulk atmospheric components (CO$_2$, H$_2$O) into lighter molecules (CO, H$_2$), thus altering the adiabatic lapse rate in the convective layer of the atmosphere, so that the thermal flux is underestimated through this process. However, if atmospheric quenching is strong enough, these lighter species could reach the radiative layers, and their extra opacity in the thermal infrared could diminish the thermal flux. Since these processes take place only at very high surface temperatures (over 2000 K), they can be safely ignored for the longest part of our simulations.

[33] When the overlying atmosphere is present, the magma ocean phase lasts 1.5 Myr, as opposed to 4 kyr when no atmosphere is present. These time estimates are in good agreement with the estimates of the duration of the magma ocean phase based on the scaling approach by Solomatov [2000, 2007], given that his estimate does not take into account the evolution of the heat flux with time. We also compared our results with those obtained with an atmosphere treated as a grey emitter (Figures 3e–3h) [Elkins-Tanton, 2008]. The duration of the partially molten stage, which is 200,000 years in the case where the atmosphere is treated as a grey emitter, is more than 1 million years according to our more realistic atmospheric model (note the “plateau” just before the mush stage on Figure 3h).

[34] Later, during the mush stage, the radiative cooling of the system slows down as well as the heat flux. Because we take into account the condensation of vapor water, we do not observe any decrease of the surface temperature during the mush stage for our model (Figure 3i). Indeed, the partial pressure of water vapor thus remains constant and stabilizes the surface temperature throughout this stage. Note that in Figure 3i, the surface temperature during the mush stage might be overestimated. Indeed, at that stage, atmospheric CO$_2$ heats the surface through greenhouse effect, and we do not consider in this paper the dissolution of CO$_2$ in the condensed water, a process that eventually resulted in good agreement with the estimates of the duration of the magma ocean phase based on the scaling approach by Solomatov [2000, 2007], given that his estimate does not take into account the evolution of the heat flux with time. We also compared our results with those obtained with an atmosphere treated as a grey emitter (Figures 3e–3h) [Elkins-Tanton, 2008]. The duration of the partially molten stage, which is 200,000 years in the case where the atmosphere is treated as a grey emitter, is more than 1 million years according to our more realistic atmospheric model (note the “plateau” just before the mush stage on Figure 3h).

[34] Later, during the mush stage, the radiative cooling of the system slows down as well as the heat flux. Because we take into account the condensation of vapor water, we do not observe any decrease of the surface temperature during the mush stage for our model (Figure 3i). Indeed, the partial pressure of water vapor thus remains constant and stabilizes the surface temperature throughout this stage. Note that in Figure 3i, the surface temperature during the mush stage might be overestimated. Indeed, at that stage, atmospheric CO$_2$ heats the surface through greenhouse effect, and we do not consider in this paper the dissolution of CO$_2$ in the condensed water, a process that eventually resulted in good agreement with the estimates of the duration of the magma ocean phase based on the scaling approach by Solomatov [2000, 2007], given that his estimate does not take into account the evolution of the heat flux with time. We also compared our results with those obtained with an atmosphere treated as a grey emitter (Figures 3e–3h) [Elkins-Tanton, 2008]. The duration of the partially molten stage, which is 200,000 years in the case where the atmosphere is treated as a grey emitter, is more than 1 million years according to our more realistic atmospheric model (note the “plateau” just before the mush stage on Figure 3h).

[34] Later, during the mush stage, the radiative cooling of the system slows down as well as the heat flux. Because we take into account the condensation of vapor water, we do not observe any decrease of the surface temperature during the mush stage for our model (Figure 3i). Indeed, the partial pressure of water vapor thus remains constant and stabilizes the surface temperature throughout this stage. Note that in Figure 3i, the surface temperature during the mush stage might be overestimated. Indeed, at that stage, atmospheric CO$_2$ heats the surface through greenhouse effect, and we do not consider in this paper the dissolution of CO$_2$ in the condensed water, a process that eventually resulted in good agreement with the estimates of the duration of the magma ocean phase based on the scaling approach by Solomatov [2000, 2007], given that his estimate does not take into account the evolution of the heat flux with time. We also compared our results with those obtained with an atmosphere treated as a grey emitter (Figures 3e–3h) [Elkins-Tanton, 2008]. The duration of the partially molten stage, which is 200,000 years in the case where the atmosphere is treated as a grey emitter, is more than 1 million years according to our more realistic atmospheric model (note the “plateau” just before the mush stage on Figure 3h).
in the formation of carbonates on Earth. If part of the CO$_2$ is sequestered in carbonates, the heating effect of CO$_2$ is reduced. This process could have played an important role in controlling the surface temperatures at the end of the solidification of the magma ocean.

### 3.2. Influence of H$_2$O and CO$_2$ Volatiles

[35] Volatiles have a significant impact on the different characteristic times when they are exsolved and degassed to the atmosphere. Indeed, these gases promote greenhouse effect and influence the surface temperature significantly. If the total and final amount of volatile released in the atmosphere during solidification depends directly on the initial mass fractions of volatiles initially dissolved in the magma ocean, the way volatiles are released with time (degassing path) depends on the temporal evolution of the amount of magmatic liquid. Therefore, this evolution trend might be influenced either by the initial depth of the magma ocean or by the shape of the liquidus and solidus curves.

#### 3.2.1. Initial Mass Fractions of Volatiles

[36] Based on the knowledge of initial volatile content of protoplanets and accretion scenarios [e.g., Raymond et al., 2006], it is likely that the initial water content at early times for terrestrial planets varies from almost 0 wt % to 5 wt %. The initial amount of volatiles dissolved in magma oceans is one of the key parameters governing the timing of solidification through greenhouse effect. In this section, we investigate the influence of the inventories of volatiles on the end of the magma ocean phase ($t_p$). The sensitivity study has been conducted for initial mass fractions of volatile species (H$_2$O and CO$_2$) varying from $1.4 \times 10^{-2}$ wt % to $1.4 \times 10^{-1}$ wt %, that translate into global equivalent pressures varying from 100 to 1000 bars. Above a threshold of total gas pressure of 1000 bars, we attain the upper limit of the atmospheric model because the thickness of the atmosphere becomes too large regarding the other assumptions of the model.

[37] Figure 4 shows the evolution of the magma ocean phase duration ($t_p$) as a function of the initial CO$_2$ and H$_2$O content. When varying one volatile component (from $1.4 \times 10^{-2}$ wt % to $1.4 \times 10^{-1}$ wt %), the other is kept at a constant initial amount of $1.4 \times 10^{-2}$ wt %. Time $t_p$ is quite sensitive to the initial H$_2$O content, varying from 0.2 to almost 3 Myr, whereas for CO$_2$, the difference is only a few thousand years. This is because H$_2$O has a greater radiative power than CO$_2$. Indeed, H$_2$O absorbs infrared radiation over a wider range of wavelengths than CO$_2$. If we compare our results with the results obtained using a simpler treatment for the atmosphere such as a grey atmosphere (Figure 4), we find that the duration of the magma ocean phase is shorter of about an order of magnitude. This difference is probably due to an underestimation of the greenhouse effect in the latter case. If we now compare the duration of the magma ocean phase considering a grey atmosphere (150 kyr) with the results obtained by Elkins-Tanton [2008] for the same initial amount of volatile (60 kyr), we shed light on the effect of viscosity on the different time scales. Indeed, if we scale the energy conservation equation (2), we obtain an estimation of the convective cooling time scale [$t$], that is,

$$t \approx \frac{C_p \rho T_p}{0.089k} \left( \frac{a g}{k'_p} \right)^{1/3} [\Delta T]^{4/3}$$

with $\Delta T = T_p - T_s$ and other parameters defined in Table 1. If we consider equation (18) and given that viscosity is the only parameter that has different values for the two models when the atmosphere is treated as a grey emitter, the time scale ratio is proportional to the power 1/3 of the viscosity ratio. In our case, the magma viscosity reaches 4 Pa s in the last 20 kyr before $t_p$, which is 4–40 times more than the values used in Elkins-Tanton [2008]. The time difference between points 2 and 3 of Figure 4 is thus well explained by the viscosity difference between the two models. Figure 5 shows the degassing path for the two extreme cases of Figure 4, i.e., $1.4 \times 10^{-2}$ wt % H$_2$O and $1.4 \times 10^{-1}$ wt % H$_2$O. It shows again that the difference in $t_p$ when the atmosphere is treated as a grey emitter and our more precise atmospheric model increases with the initial content of H$_2$O. These results seem to confirm an underestimation of the greenhouse effect in the case of the grey atmosphere. This plot also shows that CO$_2$ is exsolved at early times (99% is exsolved in a few hundred thousand years) because of its low solubility in magmas (equation (17)). Exsolution of water, on the contrary, occurs at the end of the partially molten stage when the melt becomes supersaturated in dissolved water. Figure 6 shows the solubility law for water in magmas, each dot representing the dissolved water content evolution with time. One can note that due to the specific shapes of the solidus and liquidus curves, the solidification process implies a rapid decrease in the liquid fraction and hence an increasing water mass fraction between 100 kyr and 1 Myr, corresponding to the observed peaks in volatile partial pressure in Figure 5. Note that in Figure 5, the final partial pressure H$_2$O (condensed + uncondensed) does not
to study the influence of the shape of these solidus and liquidus profiles on the different characteristic times \( t_c \) time at which water vapor condenses and \( t_p \). We compare the results obtained when using classical profiles of the liquidus-solidus as in Elkins-Tanton [1997] to simplified profiles approximated by straight lines.

[39] When the liquidus and solidus profiles are straight lines (Figure 7a), we observe that the volatile and especially water are exsolved later in the solidification history of the magma ocean (Figure 7c). We also observe that when using classical liquidus and solidus curves of Figure 7b, the mush stage and condensation of water vapor occur at a lower liquid fraction than in the case of using the straight curves of Figure 7a (see Figures 7b, 7c, 7e, and 7f).

[40] Figures 7b and 7e show the evolution of the liquid volume fraction of magma in the two considered cases. When we use “classical” solidus-liquidus curves, the volume of magma decreases more rapidly at the end of solidification due to the steep shape of the curve; as a result, there is a violent degassing of volatiles into the atmosphere at that time (Figure 7f). In the absence of such irregularities in the liquidus-solidus profiles (Figure 7a), there is a more gradual release of volatiles up to the end of the solidification of the magma ocean (Figure 7c). At the end of solidification, the total volatile content delivered into the atmosphere is the same for the two cases because we started with the same initial volatile content. One can note that the duration of the magma ocean phase is longer when the volume fraction of liquid is decreased in a short period of time than when the solidification is more gradual. It shows the close link between the solidification process and the evolution of the atmosphere composition due to degassing. Small variations in the shape of solidus and liquidus curves might have an important effect on the end of the magma ocean phase and on the time at which condensation of water occurs, in our case varying between 0.8 and 2 Myr.

### 3.2.3. The Initial Depth of the Magma Ocean

[41] Recent accretion models [e.g., Raymond et al., 2006] show that there are still uncertainties concerning plausible scenarios for terrestrial planetary formation. Whether terrestrial planets underwent giant collisions during their

---

**Figure 5.** Time evolution of partial pressure of uncondensed H\(_2\)O (grey line), total H\(_2\)O (condensed and uncondensed) (grey dashed line) and CO\(_2\) (black line) for an initial amount of H\(_2\)O of (a) 1.4 \times 10^{-2} \text{ wt \%} and (b) 1.4 \times 10^{-1} \text{ wt \%}. The mass fraction of dissolved CO\(_2\) is constant and equal to 1.4 \times 10^{-2} \text{ wt \%}. Condensation of water vapor occurs at the end of the magma ocean phase \( (t_c = t_p) \). It corresponds to the beginning of the mush stage shown by the vertical lines on the figure. For comparison, we also draw a dashed line corresponding to a threshold of 98% solidification in volume (grey line) [Elkins-Tanton, 2008]. Parameters used for the calculations are given in Table 4.

**Figure 6.** Mass fraction of water as a function of the partial pressure of water vapor after Carroll and J. R. Holloway (Eds.) [1994] (equation (16)). Parameters used for the calculations are given in Table 4.
formation is still a matter of debate [e.g., Horner et al., 2009]. Given that the initial depth of the magma ocean depends on the speed and radius of the impactor and on the planet gravity, we want to investigate in this section different magma ocean depths possibly corresponding to different impact scenarios.

[42] It has been suggested that a giant impact with an impactor speed of about 10–15 km s\(^{-1}\) is able to melt the entire planet and mantle [Tonks and Melosh, 1993]. If we consider the same initial amount of volatiles of 1.4\times10^{-2} \text{ wt }\% for CO\(_2\) and 4.3\times10^{-2} \text{ wt }\% for H\(_2\)O, for a magma ocean depth of 500 km, \(t_c\) is about 120 kyr, while for a completely molten mantle of 2885 km, \(t_c\) is 1.4 Myr. This result was intuitively expected, as for the same initial mass fraction of volatiles, more H\(_2\)O is released into the atmosphere for longer magma ocean depth.

3.3. Influence of the Radiogenic Heat Production Rate

[43] During planetary formation, internal heating is mainly produced by radiogenic elements contained in constitutive primitive material. Some radiogenic elements with a short period such as \(^{26}\text{Al}\) produced abundant heat at the beginning of the solar system formation before rapidly disappearing and could be responsible for the differentiation of bodies which formed the planets [Breuer and Moore, 2007]. Other radiogenic elements such as U, Th, and K, which have a long period, have an influence at the end of the solidification of the magma ocean, when the heat flux becomes low. Long period elements do not impact the duration of the totally and partially molten stages, but increase the mush stage from 300 Myr to 1.5 Gyr (Figures 8a and 8b). In contrast, short period elements have an influence during the totally and partially molten stages (Figures 8b and 8c).

Figure 7. Evolution of (b–e) volumetric melt fraction, (c and f) partial pressure for (a and b) two different liquidus-solidus profiles defined in the main text. Condensation of water vapor occurs at the end of the magma ocean phase \((t_c = t_p)\). It corresponds to the beginning of the mush stage shown by the vertical line on the figure. For comparison, we also draw a dashed line corresponding to a threshold of 98% solidification in volume (grey line) [Elkins-Tanton, 2008]. Parameters used for the calculations are given in Table 4.
and increase the magma ocean phase duration \( t_p \) from 1 to 8 Myr. In Figure 8, the \(^{26}\text{Al}/^{27}\text{Al}\) ratio is chondritic, i.e., maximum; therefore, our estimation of \( t_p \approx 8 \) Myr is also maximum.

[44] Short period elements may have an influence only if terrestrial planets have been accreted very soon. The effect of the accretion duration on magma ocean duration through the energy released by radioactive decomposition of \(^{26}\text{Al}\) is shown in Figure 9. It may be seen that for an accretion period duration larger than 4.5 Myr, the effect of \(^{26}\text{Al}\) becomes negligible. Because terrestrial planets probably accreted definitively later than 10 Myr [Raymond et al., 2006], short period radioactivity probably played a minor role.

3.4. Influence of the Distance From the Sun, Comparison Between Earth, Venus, and Mars

[45] In this section, we study the influence of the distance from the Sun on the duration of the magma ocean phase for totally molten planetary mantles. For that we first study the influence of solar flux alone by considering an Earth-like planet placed at the distances of Mars and Venus from the Sun. When Earth is placed at Venus’ position, \( t_p \) time is delayed significantly: approximately 1 Myr for the true Earth and 10 Myr when Earth is placed at the position of Venus (Figures 10a and 10b). On the contrary, at Mars’ position, there is no influence of solar constant alone on the duration of the magma ocean phase (see Figure 10c).

[46] We then vary the position of the Earth in a range of distances corresponding to a solar flux in the range from 100 to 550 W m\(^{-2}\), that is, from 1.55 to 0.66 AU (Figure 11) considering a solar constant of 957 W m\(^{-2}\). Above a solar flux threshold of 540 W m\(^{-2}\), corresponding to a distance from the Sun of 0.66 AU, the planet cannot release its excess heat to space, and the surface and potential temperatures are stabilized before reaching the mush stage.

[47] This threshold is related to the Nakajima limit [Nakajima et al., 1992] and is different to that calculated by Kasting [1988]. Indeed, it appears that the main difference lies in the assumed planetary albedo: Kasting [1988] and Abe and Matsui [1988] derive an Earth-like albedo of 0.3, whereas Marcq assumes an albedo of 0.7 when thick clouds are found in the model (similar to present-day Venus). It may be therefore expected that the insolation limit will be higher.
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**Figure 8.** Time evolution of potential temperature (black line) and surface temperature (grey line) (a) without radiogenic heat production and with radiogenic heat produced by (b) U, Th, and K and by (c) U, Th, K, and \(^{26}\text{Al}\). Condensation of water vapor occurs at the end of the magma ocean phase \((t_c = t_p)\). It corresponds to the beginning of the mush stage shown by the vertical lines on the figure. For comparison, we also draw a dashed line corresponding to a threshold of 98% solidification in volume (grey line) [Elkins-Tanton, 2008]. Parameters used for the calculations are given in Table 4.
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**Figure 9.** Magma ocean phase duration \( t_p \) as a function of the accretion time. Parameters used for the calculations are given in Table 4.
in such a case, since less solar light is absorbed. Actually, it is more meaningful to compare outgoing IR fluxes at this threshold (Nakajima limit) that should balance the absorbed solar radiation (at or near radiative equilibrium). Kasting [1988] and Abe and Matsui [1988] find a value close to 310 W m$^{-2}$ whereas Marcq [2012] finds a value close to 160 W m$^{-2}$. This discrepancy for Nakajima limit is discussed in Marcq [2012]: it appears that the 1980s era radiative model underestimated IR absorption because of the less sophisticated random band models required by the smaller available computing power. More recent, $k$-correlated computations of IR opacities yield thicker opacities and lower outgoing IR fluxes, as it is the case in Marcq [2012].

Beyond this threshold, and provided that volatiles are not lost to space, the planet remains in the magma ocean phase. Venus, which is at 0.72 AU, is just outside this limit, below which magma ocean never freezes, but Mercury, which is at 0.4 AU from the Sun, is inside. Nevertheless, due to its small size, Mercury has been unable to prevent its atmosphere from escaping to space, and our model cannot be applied to Mercury.

If we now consider the cooling history of a planetary mantle magma ocean for each telluric planet at its own position, we found that the duration of the magma ocean phase is not so different from the previous case for the Earth and Venus, which have similar radii (see Figures 10a, 10b, 12a, and 12b). Mars, however, remains in a totally molten stage longer than Earth because of its smaller radius (Figures 12b and 12c). Indeed, at the smaller pressure of the Martian mantle, the adiabats intersect the liquidus at lower temperatures values. In contrast, the time at which water vapor condenses is smaller than for the two other planets (see Figure 12c). Indeed, we considered accretion scenario for which initial mass fraction of volatiles is the same for the three planets; thus, for a smaller mantle depth, the amount of initial volatiles is smaller and the final atmosphere is more tenuous acting to reduce the greenhouse effect. We also draw on Figure 12 the time at which the mantle is solidified at 98%,
and we note that due to the relative shapes of temperature profiles and liquidus-solidus curves and the size of the mantle, the Martian mantle achieves later the same solidification stage than the two other planets. Figure 13 shows the partial pressures achieved in the atmosphere for the three planets. The duration of the magma ocean phase and condensation time is shorter from Mars to Venus: about 10 kyr for Mars, about 1 Myr for Earth, and 10 Myr for Venus.

4. Discussion

[59] The presence of the atmosphere acts to delay the formation of a cold and viscous surface boundary layer and increase the magma ocean phase duration. Once in the mush stage regime, the mantle viscosity increases, convection becomes less active, and the heat flux decreases. At this stage, the cooling time scale is controlled by the larger convection time scale, the atmosphere not being anymore a limiting factor for heat loss. On the contrary, when the magma ocean is totally or partially liquid, convection is active and the chemical composition of the atmosphere plays an important role through the greenhouse effect, thus controlling surface temperatures and cooling time scale. Indeed, without atmosphere, the surface temperature is on the order of 243 K (with an albedo of 0.2), a temperature corresponding approximately to the equilibrium temperature of the Earth. When an atmosphere composed of 300 bars H\textsubscript{2}O and 100 bars CO\textsubscript{2} overlays the magma ocean, the surface temperature reaches 490 K and remains constant throughout the mush stage (see Figure 3e). In our model, the water vapor exsolved from the magma ocean is instantaneously condensed, thus maintaining the atmospheric partial pressure of water vapor constant at a given surface temperature. As previously mentioned, the surface temperature is overestimated because we do not take into account the solubility of CO\textsubscript{2} into water nor the precipitation of carbonates.

[51] As shown in Figure 4 and due to its high radiative power, H\textsubscript{2}O content affects the magma ocean phase duration more than CO\textsubscript{2}. If we now look at the effect of initial H\textsubscript{2}O content on the condensation time \( t_c \), Figure 14 shows that for a solar flux below 450 W m\textsuperscript{-2} (corresponding to a distance from the Sun of about 0.73 AU), the water is able to condense for all initial water contents. Above 450 W m\textsuperscript{-2}, condensation occurs only for water content higher than \( 1.8 \times 10^{-2} \) wt %. This counterintuitive trend is due to two competing effects: the greenhouse effect increasing surface temperature (favors the vapor phase) and a pressure effect increasing with the amount of water (favors the liquid phase; see Figure 15). In addition, at partial pressure of water vapor higher than approximately 50 bars, the surface temperature decreases with increasing pressure up to around 100 bars. This is due to the fact that at this threshold value, the infrared bands become saturated and the infrared flux becomes constant while the net solar flux increases. Thus, the incoming solar radiation becomes insufficient to support the runaway greenhouse and water vapor can then condense [Zahnle et al., 1988]. The arrow in Figure 15 shows the condensation path for an increasing initial water content for a solar flux of 500 W m\textsuperscript{-2}. An initial CO\textsubscript{2} content equivalent to a partial pressure of 500 bars is sufficient to prevent

Figure 12. Time evolution of potential temperature (black line) and surface temperature (grey line) for (a) Venus, (b) the Earth, and (c) Mars. Condensation of water vapor occurs at the end of the magma ocean phase \( t_e = t_p \). It corresponds to the beginning of the mush stage shown by the vertical lines on the figure. For comparison, we also draw a dashed line corresponding to a threshold of 98% solidification in volume (grey line) [Elkins-Tanton, 2008]. The black and white circles represent times at which a solid state of 98% of the magma ocean is achieved when our model is not coupled with the atmosphere and when coupled with a grey atmosphere, respectively. Parameters used for the calculations are given in Table 4.
condensation of water vapor on planets that would be located at a distance from the Sun closer than Mars (Figure 16). This result shows that for an atmospheric composition richer in water vapor than in CO$_2$, the effect of solar flux, and therefore distance from the Sun, has little effect on the condensation time for the planets that receive less than 450 W m$^{-2}$. However, for planets like Venus receiving a solar flux exceeding 450 W m$^{-2}$, condensation depends on their initial volatile composition.

[52] We then look at different planet sizes at different distances from the Sun (Figure 17). Below 400 W m$^{-2}$, condensation occurs regardless of the size of the planet. Above this value, for a given magma ocean depth (1500 km here) and a given volatile content, the smallest planets might never be able to sustain a water ocean. This is due to a lower value of atmospheric pressure (see Figure 15). Thus, a water ocean might never form on a planet located at the distance of Venus from the Sun if its radius is smaller than 4000 km. For example, a Mars-size planet located at the position of Venus might never have experienced the condensation of a water ocean throughout the magma ocean stage.

[53] Condensation of water vapor also depends on the albedo because it modifies the value of solar flux received at the surface of the planet. Thus, at a given distance from the Sun, a planet with a high albedo may condense water vapor while a planet with a smaller albedo may not (see Figure 18). The albedo depends on the the presence of clouds and may reach a value of about 0.7. As explained in section 3.4, our atmospheric model seems more accurate in calculations concerning albedo variations and computation of the IR absorption than the 1980s models [Kasting, 1988; Abe and Matsui, 1988].

[54] The time of appearance of a water ocean is 1 order of magnitude shorter for Mars, typically 0.1 Myr. Interestingly, this time is much shorter than the expected accretion time, typically 30 Myr [Raymond et al., 2006]. A possible consequence could be the occurrence of serial water oceans growing on Earth and Mars, since the cooling time is definitely smaller than the time interval between major impacts (typically 5 million years for the few Mars-sized embryos which formed Earth). If so, atmospheric loss by impact could have been enhanced on these two planets during accretion due to the frequent presence of a layer of liquid water at the surface [Genda and Abe, 2005]. But the continuous accretion of small- and medium-sized embryos during the whole accretion period, enhancing the input energy flux above the level defined by solar flux alone, may result in a warmer surface and prevent atmospheric water vapor from condensing. From an isotopic analysis of SNC meteorites, Debaille et al. [2007] suggested that a magma ocean lasting at least 100 Myr had been present on Mars, which in first view does not agree with our results. Including the heating due to the primitive bombardment is the next step of the present work. The formation of continental crust 160 Myr after accretion of the Earth, which suggests that the Earth could have experienced a “cool early Earth” phase [Valley et al., 2002], shows that liquid water was already present at the surface of Earth at this time. Our results reinforce the plausibility of such an early liquid water ocean, showing that it could have existed and stabilized as soon as just after the main accretion period, 100 Myr or less after the beginning of accretion.

Figure 13. Time evolution of partial pressure of uncon- densed H$_2$O (grey line), total H$_2$O (grey dashed line) and CO$_2$ (black line) for (a) Venus, (b) the Earth, and (c) Mars. Condensation of water vapor occurs at the end of the magma ocean phase ($t_c = t_p$). It corresponds to the beginning of the mush stage shown by the vertical lines on the figure. For comparison, we also draw a dashed line corresponding to a threshold of 98% solidification in volume (grey line) [Elkins-Tanton, 2008]. Parameters used for the calculations are given in Table 4.
Concerning Venus, our results suggest that the duration of the magma ocean phase is much larger than on the Earth, typically 10 Myr. This time is of the same order as the time interval between major impacts, and not much shorter than the whole accretion time (about 30 Myr from existing models). Consequently, Venus could have remained during several tens of millions of years, that is, the whole accretion duration, in the magma ocean stage due to the regular melting of its mantle by major impacts. Venus is just outside the distance of 0.66 AU from the Sun below which an Earth-type planet would remain in the magma ocean phase. According to our model, which does not take into account hydrodynamic escape at this stage, an Earth-type planet closer than 0.66 AU, and possibly Venus due to the regular occurrence of global melting events can remain in a stable, hot, configuration following H\textsubscript{2}O outgassing during a long time. Including H escape (and associated O frictional escape) would result in a progressive decrease of the H\textsubscript{2}O partial pressure \cite{Kasting, Gillmann}, therefore a weakening of the greenhouse effect and the condensation of the remaining water vapor at some later stage. Including hydrodynamic escape in our model is a necessary step for a more realistic simulation of magma ocean and water ocean formation and evolution.

The occurrence, or non-occurrence, of a water ocean at the beginning of Venus’ evolution, when the solar flux was definitely smaller than now, is a longstanding puzzling question. The critical point of H\textsubscript{2}O is located at 647 K. As shown by Matsui and Abe \cite{Matsui}, the surface temperature of Earth at the end of accretion could have been \( \approx 600 \) K, therefore lower than the critical temperature, and water would have been able to condense, as confirmed by our results. From the same authors, the temperature of Venus surface at the end of the accretion was \( \approx 700 \) K, larger than the critical temperature, potentially preventing atmospheric water from condensing out. Kasting \cite{Kasting}, taking into account the cooling effect of clouds (increasing the planetary albedo), suggested that a water ocean could have nevertheless formed at the beginning of Venus’ evolution. Our results do not allow giving a definitive answer to this question. From the present model, a water ocean may possibly form on Venus typically 10 Myr after a major impact melting the mantle. About 10 major impacts occurring over a typical time of 30 Myr would be sufficient to prevent a water ocean from forming during accretion. But our results show that the formation of an ocean of water on Venus after accretion may or may not have happened, depending on both the initial amounts of volatiles (H\textsubscript{2}O, CO\textsubscript{2}) and any extra IR opacity.

Figure 14. Diagram showing condition for condensation of water vapor as a function of initial H\textsubscript{2}O content and solar flux. Calculations are conducted for a planet with the physical characteristics of Earth. The initial amount of CO\textsubscript{2} is fixed at a value of \( 1.4 \times 10^{-2} \) wt % (corresponding to 100 bars). Color scale shows times at which condensation of water vapor occurs. Time increases from blue to red.

Figure 15. Phase diagram for H\textsubscript{2}O. Condensation path for increasing water content (following the black arrow) from \( 4.3 \times 10^{-6} \) to \( 1.4 \times 10^{-1} \) wt %. The black squares represent several initial H\textsubscript{2}O amount with an initial CO\textsubscript{2} amount of \( 1.4 \times 10^{-2} \) wt % and a solar flux of 500 W m\textsuperscript{-2}. The partial pressure of water vapor and the surface temperature for each square are obtained at the end of the solidification of magma ocean (\( T_p \approx 1400 \) K).
due to clouds or minor compounds. Our threshold for maintaining a greenhouse effect that keeps the surface of a planet similar to Earth molten in radiative equilibrium is 540 W m$^{-2}$ assuming an albedo of 0.7. This corresponds to a distance from the early Sun of 0.66 AU. Using the value of 480 W m$^{-2}$ derived by Kasting [1988] from models with not only a smaller IR opacity but also a smaller albedo of 0.36, this threshold distance would be 0.7 AU. If there are additional sources of opacity like sulfur and/or chlorine species, the IR opacity could be still increased, and the threshold distance be similar to, or larger than, Venus-Sun distance (0.71 AU), implying that water would never have condensed on Venus. Even by assuming that the IR opacity is correctly modeled, the initial volatile content is still able to prevent water from condensing: for $P_{\text{H}_2\text{O}} < 100$ bars (Figure 14) or $P_{\text{CO}_2} > 200$ bars (Figure 16), no condensation occurred in primitive Venus conditions. Such conditions are not unlikely. A major new result of the present work is that because the IR opacity modeled by using our $k$-correlated method is definitely larger than that modeled before and even assuming a large albedo, Venus is very close to the distance from the Sun below which water never condenses, making possible that no ocean ever formed.

Figure 16. Diagram showing condition for condensation of water vapor as a function of initial CO$_2$ content and solar flux. Calculations are conducted for a planet with the physical characteristics of the Earth. The initial amount of water vapor is fixed at a value of $1.4 \times 10^{-2}$ wt% (corresponding to 100 bars). Color scale shows times at which condensation of vapor water occurs.

Figure 17. Diagram showing condition for condensation of water vapor as a function of radius of the planet and solar flux. Color scale shows times at which condensation of water vapor occurs. Time increases from blue to red.
5. Conclusion

[57] Our results suggest that after a major impact, the time for a planetary mantle magma ocean to cool and allow the condensation of the dense steam atmosphere into a water ocean is of the order of 1 Myr on Earth and depends on the various parameters mentioned in the previous sections. More generally,

[58] (i) The presence of the atmosphere delays the time at which a cold viscous thermal boundary layer forms by approximately 1 Myr compared to a case where no atmosphere is present.

[59] (ii) Volatiles’ initial content, especially H\textsubscript{2}O and its degassing path, controls the duration of magma ocean phase increasing the duration of about 1 order of magnitude for 1 order of magnitude difference in initial content on Earth, with a few thousands years for 1.5 \times 10^{-2} wt % and 2 Myr for 1.5 \times 10^{-1} wt %. Deeper magma ocean or earlier degassing also increases magma ocean stage duration.

[60] (iii) Initial CO\textsubscript{2} content controls the ability to condense water ocean for distance from the Sun greater than 0.66 AU.

[61] (iv) For an accretion phase duration shorter than 5 Myr, the magma ocean phase duration might be twice longer when taking into account \textsuperscript{26}Al abundance at early times. The heat generated by long-lived elements such as U, Th, and K, is non-negligible only at the end of the solidification of the magma ocean when the heat flux falls below 10 W m\textsuperscript{-2}.

[62] This work has potentially important implications. First, it shows that Venus is close to the distance from the Sun (0.66 AU) below which an Earth-size planet remains in the magma ocean stage for a virtually infinite time. The typical time for an ocean of water on Venus to appear is of the order of 10 Myr, comparable to the duration of the main accretion sequence, suggesting that Venus could have remained in the magma ocean stage during most of its accretion. Our model shows that a water ocean may or may not have condensed on Venus after accretion, depending on the details of both IR radiative transfer and volatile inventory. A more realistic model including accretional heating due to small impacts and hydrodynamic escape is required for a more detailed analysis. Accretional heating and hydrodynamic escape of H\textsubscript{2}O are expected to play against the condensation of water, whereas hydrodynamic escape of CO\textsubscript{2} should favor the formation of an ocean. Second, the time for condensing a water ocean on Earth and Mars is smaller than 1 Myr (1 Myr for Earth and 0.1 Myr for Mars), suggesting that a water ocean could have formed in the periods between major impacts (able to melt a significant fraction of the mantle). If serial water oceans developed on Earth and Mars during their accretion, impact erosion of the atmosphere could have been more efficient on these planets, explaining their relatively tenuous atmosphere with respect to Venus. Concerning Mars, geochemical analyses of SNC meteorites suggest that the planet could have experienced a continuous magma ocean phase of \approx 100 Myr [Debaille et al., 2007], which contradicts the results of our model. The reason could be that we do not take into account the accretional heating resulting from the frequent impacts by small embryos.

[63] In this paper, we focused on the thermal evolution of one magma ocean cooling sequence. We do not consider the details of accretionary scenario. We assumed the presence of a magma ocean of a given depth (which depends on the energy injected in the system by a major impact) at a certain time of the accretion process, considered thereafter as the initial time in the model. Most of the results presented in this paper concern a completely molten magma ocean resulting from a giant impact [Melosh, 1990]. A realistic description of the full accretion sequence, with multiple impacts and serial magma ocean phases, was beyond the scope of the present paper. In particular, we do not take into account, at this stage, the energy released to the planet by the continuous flux of small impactors, adding to the input solar energy. The major goal of this paper was to conduct a parametric study in order to define which conditions may favor the formation of an early water ocean and the onset of plate growth, providing habitability criteria for a given planet under given conditions. Extending the accretion phase over a long period, and considering the effects of (i) major impacts melting large fractions of the mantle and (ii) frequent small impacts increasing the energy flux from the outside, (iii) realistic hydrodynamic escape model will be the subject of a second paper.

Appendix A: Numerical Method

A1. Time Loop

[64] From the solubility laws for H\textsubscript{2}O and CO\textsubscript{2} (equations (16) and (17)), we determine the partial pressure of each gas in the atmosphere. These partial pressures and the surface temperature allow to determine the heat flux at the top of the atmosphere. This heat flux must match the heat flux at the surface of the magma ocean. Therefore, an iterative loop is used to reach a balance between these fluxes. It is noted that the atmospheric model is limited by a threshold on the total pressure of gas of approximately
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Figure A1. Flow chart of the numerical method.

1000 bars. Indeed, too much gas in the atmosphere would increase too much the thickness of the atmosphere and would skew the results obtained. Once the equality is satisfied, a new potential temperature is calculated at the next time step by using equation (4). New partial pressures are calculated, and the surface temperature calculated to the previous time step becomes the new initial surface temperature. The time step we take is adaptive. Indeed, we observed that the variation of the time step had little impact on the results. That is why, in order to limit the computation time, we adjusted the time step depending on the cooling rate determined by using equation (4).

A2. Iterative Loop

To balance the heat flux at the surface of the magma ocean and the atmospheric heat flux, we have implemented an iterative loop with a fixed stopping criterion for which $|F_{\text{atm}} - F| < \epsilon$ where $\epsilon$ is equal to $10^{-1}$. This threshold is sufficient to consider that there is an equilibrium between these two fluxes. If this inequality is not satisfied, then the surface temperature is adjusted by a factor $\Delta T_s$ and the heat fluxes $F$ and $F_{\text{atm}}$ are recalculated but with the same potential temperature and partial pressures of gas. Otherwise, the iterative loop terminates for this time step and we get a balanced heat flux between the two reservoirs and a surface temperature.

A schematicization of the numerical method is given in Figure A1.

Appendix B: Temperature Profiles

We suppose that the magma ocean is convecting vigorously so that the temperature distribution is quasi-adiabatic. For a one-phase system:
In the partially molten zone, the equation for an adiabat is given by [see Solomatov, 2007]

\[
\frac{dT}{dP} = \frac{\alpha T}{\rho C_p}.
\]  \hspace{1cm} (B1)

with all variables being defined in the main text. Integrating equation (B1) between \( R_l \) and \( R_s \) in the liquid zone gives an expression for the temperature profile as a function of the potential temperature \( T_P \):

\[
T(r) = T_P \exp \left[ \frac{\alpha g}{C_p} (R_p - r) \right],
\]  \hspace{1cm} (B3)

with \( T(R_s) = T_P \exp \left[ \frac{\alpha g}{C_p} (R_p - R_s) \right] \). In the partially molten zone, integrating equation (B2) gives

\[
T(r) = T(R_s) \exp \left[ \frac{\alpha' g}{C_p} (R_l - r) \right],
\]  \hspace{1cm} (B4)

or expressed in terms of \( T_P \),

\[
T(r) = T_P \exp \left[ \frac{\alpha g}{C_p} (R_p - R_l) \right] \exp \left[ \frac{\alpha' g}{C_p} (R_l - r) \right].
\]  \hspace{1cm} (B5)

For convenience, we express all temperature profiles as a function of \( R_p - r \), so that equation (B5) is rewritten as

\[
T(r) = A T_P \exp \left[ \frac{\alpha' g}{C_p} (R_p - r) \right],
\]  \hspace{1cm} (B6)

with \( A = \exp \left[ \frac{\alpha g}{C_p} (R_p - R_l) \right] \exp \left[ -\frac{\alpha' g}{C_p} (R_l - r) \right] \). At the limit \( R_l \) between the totally solid zone and partially molten zone, \( T(R_s) = A T_P \exp \left[ \frac{\alpha' g}{C_p} (R_p - R_s) \right] \). In the solid zone, integrating equation (B1) gives

\[
T(r) = T(R_s) \exp \left[ \frac{\alpha g}{C_p} (R_p - r) \right],
\]  \hspace{1cm} (B7)

expressing equation (B8) as a function of \( T_P \) and variable \( R_p - r \) leads to

\[
T(r) = A B T_P \exp \left[ \frac{\alpha g}{C_p} (R_p - r) \right],
\]  \hspace{1cm} (B8)

with \( B = \exp \left[ \frac{\alpha g}{C_p} (R_p - R_s) \right] \exp \left[ \frac{\alpha' g}{C_p} (R_p - R_s) \right] \).

Given these temperature profiles, constant \( I \) in equation (4) is written as

\[
I = \rho_m \left( C_p + \Delta H \frac{dP}{dT} \right) \int_{R_l}^{R_p} r^2 \exp \left[ \frac{\alpha g (R_p - r)}{C_p} \right] dr^+ +
\]

\[
A \int_{R_l}^{R_s} \rho \left( C_p + \Delta H \frac{dP}{dT} \right) r^2 \exp \left[ \frac{\alpha' g (R_p - r)}{C_p} \right] dr^+ \]

\[
B \rho_s \left( C_p + \Delta H \frac{dP}{dT} \right) \int_{R_l}^{R_s} r^2 \exp \left[ \frac{\alpha g (R_p - r)}{C_p} \right] dr
\]

and

\[
Q_s = \int_{R_s}^{R_p} r^2 \rho q, dr
\]  \hspace{1cm} (B9)

[71] Radii \( R_l \), \( R_s \), and \( R_p \) are, respectively, the planetocentric altitudes of the bottom of the totally liquid zone, the top of the solid zone, and the bottom of the initially molten magma ocean (Figure 2), \( g \) is the gravitational acceleration and \( \alpha \) is the coefficient of volumetric thermal expansion.

[72] For a zone of partial melting, the coefficient of volumetric thermal expansion \( \alpha' \) and the specific heat \( C_p' \) are given as follows [Solomatov, 2007]:

\[
\alpha' = \alpha + \frac{\Delta \rho}{\rho (T_{liq} - T_{sol})}
\]  \hspace{1cm} (B11)

\[
C_p' = C_p + \frac{\Delta H}{(T_{liq} - T_{sol})}
\]  \hspace{1cm} (B12)

where \( \Delta \rho \) is the density difference between solid and liquid. The thermal expansion coefficient is determined as follows [Abe, 1997]:

\[
\alpha = \alpha_0 \left[ \frac{PK'}{K_0} + 1 \right]^{(m+1-K')K'}
\]  \hspace{1cm} (B13)

where \( P \) is pressure in GPa, \( \alpha_0 = 3 \times 10^{-5} \text{ K}^{-1} \), \( K_0 = 200 \text{ GPa} \), \( K' = 4 \), and \( m = 0 \) taken as the standard value.
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